UNIT I

Introduction

Computer network is a collection of autonomous computers interconnected by a single technology. Two computers are said to be interconnected if they can exchange information. Neither the Internet nor the World Wide Web is a computer network. The Internet is not a single network, but a network of networks and the Web is a distributed system that runs on top of the Internet.

Difference between a computer network and a distributed system
A distributed system consists of several systems connected that communicate with each other and share the task to be executed. This is carried by a special operating system which hides the details of execution from the user and presents them with the results as if they are executed on a single system. The user is not aware of task sharing or the systems.

In a computer network, Users are exposed to the actual machines, without any attempt by the system to hide the execution details. If the machines have different hardware and different operating systems, that is fully visible to the users. If a user wants to run a program on a remote machine, he has to log onto that machine and run it there.

The distinction between a network and a distributed system lies with the software (especially the operating system), rather than with the hardware.

1.1 Uses of computer networks
1. Business Applications
· To be able to extract and correlate information about the entire company
· To provide resource sharing and make all programs, equipment, and especially data available to anyone on the network without regard to the physical location of the resource and the user.
· Client server Model: In this model, the data are stored on powerful computers called servers. Often these are centrally housed and maintained by a system administrator. The employees have simpler machines, called clients, on their desks, with which they access remote data stored on servers.
· A computer network can provide a powerful communication medium among employees like email, video conferencing, instant messenger etc
· To do business electronically with other companies, especially suppliers and customers.
· To business with consumers over the Internet.
2. Home Applications
· Access to remote information.
Access to remote information involves interaction· between a person and a remote database. Access to remote information comes in many forms like:
(a) Home shopping, paying telephone, electricity bills, e-banking, on line share market etc.
(b) Newspaper, digital library consisting of books, magazines, scientific journals etc.
(c) World Wide Web which contains information. About the arts, business, cooking, government, health, history, hobbies, recreation, science, sports etc.
· Person-to-person communication.
Email, Instant Messenger, Video Conferencing etc
· Interactive entertainment. Interactive entertainment includes:
(i) Multiperson real-time simulation games.
(ii) Video on demand.

(iii) Participation in live TV programmes likes quiz, contest, discussions etc.
· Electronic commerce.
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3. Mobile Users
· Portable office
· People on the road often want to use their portable electronic equipment to send and receive telephone calls, faxes, and electronic mail, surf the Web, access remote files.
· E-commerce
· Payment Wallets
· Video Streaming
4. Social issues
· Privacy
· Identity theft
· Employee rights versus employer rights
· Government versus citizen

1.2 Network hardware
All computer networks fit into two dimensions: transmission technology and scale.

Based on Transmission Technology networks can be classified in two types.
1. Broadcast links. 2. Point-to-point links.
· Broadcast networks have a single communication channel that is shared by all the machines on the network. Short messages, called packets in certain contexts, sent by any machine are received by all the others. An address field within the packet specifies the intended recipient. Upon receiving a packet, a machine checks the address field. If the packet is intended for the receiving machine, that machine processes the packet; if the packet is intended for some other machine, it is just ignored.
· Point-to-point networks consist of many connections between individual pairs of machines. To go from the source to the destination, a packet on this type of network may have to first visit one or more intermediate machines. Often multiple routes, of different lengths, are possible, so finding good ones is important in point-to-point networks. As a general rule (although there are many exceptions), smaller, geographically localized networks tend to use broadcasting, whereas larger networks usually are point-to-point. Point-to-point transmission with one sender and one receiver is sometimes called unicasting.

Based on Scale networks can be classified into the following:
At the top are the personal area networks, networks that are meant for one person. Beyond the personal area networks come longer-range networks. These can be divided into local, metropolitan, and wide area networks.

Local Area Networks
Local area networks, generally called LANs, are privately-owned networks within a single building or campus of up to a few kilometers in size. They are widely used to connect personal computers and workstations in company offices and factories to share resources and exchange information. LANs are distinguished from other kinds of networks by three characteristics: (1) their size, (2) their transmission technology, and (3) their topology.

· LANs are restricted in size, which means that the worst-case transmission time is bounded and known in advance.
· LANs may use a transmission technology consisting of a cable to which all the machines are attached.
· Two typical topologies for LAN are bus and ring. In a bus (i.e., a linear cable) network, at any instant at most one machine is the master and is allowed to transmit. All other machines are required to refrain from sending. In a ring, each bit propagates around on its own, not waiting for the rest of the packet to which it belongs.
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Metropolitan Area Networks
A metropolitan area network, or MAN, covers a city. The best-known example of a MAN is the cable television network available in many cities. This system grew from earlier community antenna systems used in areas with poor over-the-air television reception. In these early systems, a large antenna was placed on top of a nearby hill and signal was then piped to the subscribers' houses.

Wide Area Networks
A wide area network, or WAN, spans a large geographical area, often a country or continent. It contains a collection of machines intended for running user programs.

The hosts are connected by a communication subnet, or just subnet. The job of the subnet is to carry messages from host to host. Subnet consists of Transmission lines and routers. Transmission lines move bits between machines. They can be made of copper wire, optical fiber, or even radio links. Routers choose an outgoing line on which to forward bits. Routers adopt store and forward (Packet Switched) principle.

Wireless Networks
wireless networks can be divided into three main categories:
1. System interconnection. 2. Wireless LANs. 3. Wireless WANs.

System interconnection is all about interconnecting the components of a computer using short-range radio. Bluetooth can be used connect components without using wires.

Wireless LANs are systems in which every computer has a radio modem and antenna with which it can communicate with other systems. Often there is an antenna on the ceiling that the machines talk to. However, if the systems are close enough, they can communicate directly with one another in a peer-to-peer configuration.



High-bandwidth wide area wireless networks are also being developed. The initial focus is high-speed wireless Internet access from homes and businesses, bypassing the telephone system. This service is often called local multipoint distribution service.

Home Networks
The fundamental idea is that in the future most homes will be set up for networking. Every device in the home will be capable of communicating with every other device, and all of them will be accessible over the Internet. Home networking has some fundamentally different properties than other network types.

· First, the network and devices have to be easy to install.
· Second, the network and devices have to be foolproof in operation
· Third, low price is essential for success.
· Fourth, the main application is likely to involve multimedia, so the network needs sufficient capacity
· Fifth, it must be possible to start out with one or two devices and expand the reach of the network gradually.
· Sixth, security and reliability will be very important.

Internetworks
A collection of interconnected networks is called an internetwork or internet.
· Connect a collection  of different LANs with in a department
· Connect different LANs through a WAN, with WAN acting as a subnet
· Connect different WANs to each other by means of gateways the Internet

1.1 Network software

i. Protocol Hierarchies
To reduce their design complexity, most networks are organized as a stack of layers or levels, each one built upon the one below it. The number of layers, the name of each layer, the contents of each layer, and the function of each layer differ from network to network. The purpose of each layer is to offer certain services to the higher layers, shielding those layers from the details of how the offered services are implemented.

Layer n on one machine carries on a conversation with layer n on another machine. The rules and conventions used in this conversation are collectively known as the layer n protocol. Basically, a protocol is an agreement between the communicating parties on how communication is to proceed. The entities comprising the corresponding layers on different machines are called peers. The peers may be processes, hardware devices, or even human beings. Between each pair of adjacent layers is an interface. The interface defines which primitive operations and services the lower layer makes available to the upper one. A set of layers and protocols is called a network architecture. The specification of architecture must contain enough information to allow an implementer to write the program or build the hardware for each layer so that it will correctly obey the appropriate protocol.

ii. Design Issues for the Layers
Some of the key design issues that occur in computer networks are present in several layers. Below, are the important ones? Every layer needs a mechanism for identifying senders and receivers.

Rules for data transfer.
· Error control.
· Data Transfer Rate
· Mechanisms for disassembling, transmitting, and then reassembling messages.
· Multiplexing and demultiplexing
· Routing

Connection-Oriented and Connectionless Services 

Connection Oriented Services
There is a sequence of operation to be followed by the users of connection oriented service. These are:
· Connection is established.
· Information is sent.
· Connection is released.

In connection oriented service we have to establish a connection before starting the communication. When connection is established, we send the message or the information and then we release the connection. Connection oriented service is more reliable than connectionless service. We can send the message in connection oriented service if there is an error at the receivers end. Example of connection oriented is TCP (Transmission Control Protocol) protocol.

Connection less Services
It is similar to the postal services, as it carries the full address where the message (letter) is to be carried. Each message is routed independently from source to destination. The order of message sent can be different from the order received. In connectionless the data is transferred in one direction from source to destination without checking that destination is still there or not or if it prepared to accept the message. Authentication is not needed in this. Example of Connectionless service is UDP (User Datagram Protocol) protocol.

	Protocol Characteristics
	Connection Oriented Protocol Sevices
	Connectionless Protocol Sevices

	1) Definition
	It is the communication service in which
virtual connection is created before sending the packet over the internet.
	In this communication service, packets are sent without creating any virtual connection over the
internet.

	2) Authentication
	It needs authentication of the destination node before transferring data.
	It transfers the data message without authenticating
destination.

	3) Reliability
	This is a more reliable connection as it makes the virtual connection before sending packets and ensures delivery of
the packet to the destination.
	This connection does not ensure reliability on packet transmission.

	4) Handshaking
	The handshaking is carried out to ensure both sender and receiver agree with this
connection.
	There is no handshaking happens while sending a packet over the
network.

	5) Delay
	It is slower than the connectionless service. Before sending a packet, the virtual connection is created in the connection-oriented protocol which adds
extra delay.
	It is faster than connection- oriented protocol service.

	6) Overhead
	Sending packet in connection-oriented service requires more parameters in the header of the packet to ensure the reliable
transmission.
	It has less overhead and smaller packet header size.

	7) Routing
	Route is finalized and decided at the time of handshaking before sending the actual packet.
	The route is not finalized and decided on the way while transferring data packet based on
the network congestion.

	8) Packet Travel
	All the packets between sender and destination follow the same path.
	Not necessary all the packets transmitting between sender and
Receiver follows the same path.

	9) Protocol
	TCP is connection-oriented protocol.
	UDP is connectionless protocol.


iii. Service Primitives
A service is formally specified by a set of primitives (operations) available to a user process to access the service. These primitives tell the service to perform some action or report on an action taken by a peer entity. If the protocol stack is located in the operating system, as it often is, the primitives are normally system calls. These calls cause a trap to kernel mode, which then turns control of the machine over to the operating system to send the necessary packets. The set of primitives available depends on the nature of the service being provided. The primitives for connection-oriented service are different from those of connection-less service. There are five types of service primitives:

1. LISTEN: When a server is ready to accept an incoming connection it executes the LISTEN primitive. It blocks waiting for an incoming connection.
2. CONNECT: It connects the server by establishing a connection. Response is awaited.
RECIEVE: Then the RECIEVE call blocks the server.
3. SEND: Then the client executes SEND primitive to transmit its request followed by the execution of .
4. RECIEVE to get the reply. Send the message.
5. DISCONNECT: This primitive is used for terminating the connection. After this primitive one can't send any message. When the client sends DISCONNECT packet then the server also sends the DISCONNECT packet to acknowledge the client. When the server package is received by client then the process is terminated.

Connection Oriented Service Primitives
There are 5 types of primitives for Connection Oriented Service:
	LISTEN
	Block waiting for an incoming connection

	CONNECTION
	Establish a connection with a waiting peer

	RECEIVE
	Block waiting for an incoming message

	SEND
	Sending a message to the peer

	DISCONNECT
	Terminate a connection



Connectionless Service Primitives
There are 4 types of primitives for Connectionless Oriented Service:
	UNIDATA
	This primitive sends a packet of data

	FACILITY, REPORT
	Primitive for enquiring about the performance of the network, like delivery statistics.



iv. The Relationship of Services to Protocols
A service is a set of primitives (operations) that a layer provides to the layer above it. The service defines what operations the layer is prepared to perform on behalf of its users, but it says nothing at all about how these operations are implemented. A service relates to an interface between two layers, with the lower layer being the service provider and the upper layer being the service user.

A protocol, in contrast, is a set of rules governing the format and meaning of the packets, or messages that are exchanged by the peer entities within a layer. Entities use protocols to implement their service definitions. They are free to change their protocols at will, provided they do not change the service visible to their users. In this way, the service and the protocol are completely decoupled.







1.1	Reference models (ISO-OSI, TCP/IP)
The principles that were applied to arrive at the seven layers can be briefly summarized as follows:

1. A layer should be created where a different abstraction is needed.
2. Each layer should perform a well-defined function.
3. The function of each layer should be chosen with an eye toward defining internationally standardized protocols.
4. The layer boundaries should be chosen to minimize the information flow across the interfaces.
5. The number of layers should be large enough that distinct functions need not be thrown together in the same layer out of necessity and small enough that the architecture does not become unwieldy
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1.2	Network Layer
The network layer is concerned with getting packets from the source all the way to the destination. Getting to the destination may require making many hops at intermediate routers along the way. To achieve its goals, the network layer must know about the topology of the communication subnet and choose appropriate paths through it. It must also take care to choose routes to avoid overloading some of the communication lines and routers while leaving others idle. Finally, when the source and destination are in different networks, new problems occur. It is up to the network layer to deal with them.

1.2	Network Layer Design Issues
The design issues include the service provided to the transport layer and the internal design of the subnet.

i. Store-and-Forward Packet Switching
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A host with a packet, transmits it to the nearest router, either on its own LAN or over a point-to-point link to the carrier. The packet is stored there until it has fully arrived so the checksum can be verified. Then it is forwarded to the next router along the path until it reaches the destination host, where it is delivered. This mechanism is store-and-forward packet switching.

ii. Services Provided to the Transport Layer
The network layer provides services to the transport layer at the network layer/transport layer interface. The network layer services have been designed with the following goals in mind.

1. The services should be independent of the router technology.
2. The transport layer should be shielded from the number, type, and topology of the routers present.
3. The network addresses made available to the transport layer should use a uniform numbering plan, even across LANs and WANs.

Given these goals, the designers of the network layer have a lot of freedom in writing detailed specifications of the services to be offered to the transport layer.

iii. Implementation of Connectionless Service
If connectionless service is offered, packets are injected into the subnet individually and routed independently of each other. No advance setup is needed. In this context, the packets are frequently called datagrams (in analogy with telegrams) and the subnet is called a datagram subnet. If connection-oriented service is used, a path from the source router to the destination router must be

established before any data packets can be sent. This connection is called a VC (virtual circuit), in analogy with the physical circuits set up by the telephone system, and the subnet is called a virtual- circuit subnet.
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For connectionless service, for every packet a route must be selected and is not fixed. Every router has an internal table telling it where to send packets for each possible destination. Each table entry is a pair consisting of a destination and the outgoing line to use for that destination. Only directly-connected lines can be used. The algorithm that manages the tables and makes the routing decisions is called the routing algorithm.

iv. Implementation of Connection-Oriented Service
[image: ]For connection-oriented service, we need a virtual-circuit subnet. The idea behind virtual circuits is to avoid having to choose a new route for every packet sent, Instead, when a connection is established, a route from the source machine to the destination machine is chosen as part of the connection setup and stored in tables inside the routers. That route is used for all traffic flowing over the connection, exactly the same way that the telephone system works. When the connection is released, the virtual circuit is also terminated. With connection-oriented service, each packet carries an identifier telling which virtual circuit it belongs to.
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Figure: Routing within a virtual-circuit subnet.

v. Comparison of Virtual-Circuit and Datagram Subnets[image: ]


1.2	Routing Algorithms
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link state /  Dijkstra's Algorithm 
It algorithm allows us to find the shortest path between any two vertices of a graph.
It differs from minimum spanning tree because the shortest distance between two vertices might not include all the vertices of the graph.

How Dijkstra's Algorithm works
Dijkstra's Algorithm works on the basis that any subpath B -> D of the shortest path A -> D between vertices A and D is also the shortest path between vertices B and D.
[image: shortest subpath property is used by dijkstra's algorithm]

Djikstra used this property in the opposite direction i.e we overestimate the distance of each vertex from the starting vertex. Then we visit each node and its neighbours to find the shortest subpath to those neighbours.

The algorithm uses a greedy approach in the sense that we find the next best solution hoping that the end result is the best solution for the whole problem.

Example of Dijkstra's algorithm
It is easier to start with an example and then think about the algorithm.
[image: dijkstra's algorithm to find the shortest path between two vertices of a graph]
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1.2 Congestion Control Algorithms
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Figure: Choke packets in WANs: (a) basic, (b) hope-by-hope
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Comparison of OSI and TCP/IP Models

Three important concepts, services, interfaces and protocols, are well defined in
OSI model, but not in original TCP/IP model

Transport layer does the hardest job, dealing with end-to-end “connection”

Data link layer is also very important: An end-to-end ‘“connection” consists of
many “links", and each possibly noisy link need to be made reliable

On the other hand, no one really knows precisely what session layer does

It may also be argued that a separate presentation layer is not strictly necessary

Based on comparison, we will adopt
the hybrid 5-layer reference model:

Application layer
Transport layer
Network layer
Data link layer
Physical layer

This is a good framework for
discussion of computer networks
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Routing Overview

Main issue is how the routers that constitute the network layer of a network cooperate to find the
best routes between all pairs of stations

Routing algorithm at a router decides which output line an incoming packet should go, i.e. making
a routing decision. It should process properties, like correctness, simplicity, robustness, stability,
fairness, and optimality. Note optimality is always with respect to chosen criterion

Optimality principle: if router J
is on optimal path from router I to
router K, then optimal path from
J to K also falls along same route

Sink tree: set of optimal routes
from all sources to given destination
form a tree rooted at the destination

@

There are two classes of routing algorithms

— Non adaptive (static): routing decisions are computed in advance, off line, downloaded to routers
at booting time and fixed, e.g. shortest path, flooding, and flow-based

— Adaptive: routing decisions are adapted to reflect changes in topology and traffic, e.g. distance
vector, link state, hierarchical, broadcast, multicast
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Shortest Path Routing

It is really the least-cost path routing, based on-dynamic programming for optimisation

Basic idea: at each step, select a newly reachable node at the lowest cost, and add an edge

to that node, so to connect it to the tree built up so far

Consider network configuration, where nodes labeled as A to H
are routers, and each link has a cost associated with it

Least-cost path for A — D:

1. B is lowest-cost node reachable from A, adds edge A — B: 2. E is lowest-cost node reachable
from the tree with A and B, adds lowest-cost edge B — E; 3. G is lowest-cost node reachable
from the tree with A, B and E, acds lowest-cost edge E — G; 4. F s the one with lowest-cost
edge B — F; 5. H is the one with lowest-cost edge F — H 6. Adding lowest-cost edge H — D
gives “shortest” path from Ato D: A~ B~ E~F — H~-D

Sink tree with A at root:

Incidentally, we also find shortest path from A to G and, according to the optimality principl,
those to B, I, F and H. To construct the sink tree with A at its root, we only need to find
shortest path from A to C, whichiseither A— B—Cot A—B—E—-F~C
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Flooding

o Basic idea: router forwards an incoming packet to all outgoing links except the one that it came in

e Problem: number of packets in circulation just for a single source packet quickly grows without
bound, and some measure must be taken to prevent this from happening, called damming flood
— Hop count: each time a router passes a packet, it decrements the hop count in the packet by
one. When the hop count reaches zero, the packet is discarded

This method needs to appropriately set hop count to an initial maximum value
— Remember identity: each router remembers the identity of those packets it has already sent
out. When duplicate copies of the packet arrives back, they are discarded

This is achieved by source router putting a sequence number in the packet. Each router needs a
list per source router telling which sequence numbers originating at that source have been seen
~ Selective: routers only send an incoming packet out on those lines that make sense

For this to work, routers must have some ideas of network configuration

e Flooding are impractical for most applications but has two remarkable properties
~ Robustness: all possible routes between source and destination are tried. A packet will always
get through as long as at least one path between source and destination exists
~ Optimality: because all routes are tried, at least on copy of the packet to arrive at destination
will have used a minimum-hop route
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Distance Vector Routing

The basic idea: look at costs that your neighbours are advertising to get a packet to a destination;
select the neighbour whose advertised cost, added with the cost to get to that neighbour, is lowest

You also need to advertise your costs to your neighbours too. The cost is usually delay time

Formally, each router maintains two vectors called delay and successor node, so router i has

Di=[du-- diy]” and Si=[sa---sin]"

where d;; is current estimate of minimum delay from router i to j (di = 0), N is number of
routers in network, and s;; is next node in current minimum-delay route from i to j

Periodically, each router exchanges its delay vector with all its neighbours, and on the basis of all
incoming delay vectors, router k updates both its vectors:

dij = min {lyi +di;} and s =" with " = argmin {li + dij}

where A denotes set of neighbour routers for k, and l; is current estimate of delay from k to i

The distance vector routing has some problems: responds slowly to congestion and delay increases,
and has been replaced by link state routing
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o Consider the simple network topology, where the number on each link is the initial link delay
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o After delay vector exchange, router 1 received the delay vectors Dj, D3 and Dy from its three
neighbours, and this enables it to update its routing table D; and Si:

o Since lip =2, lig =5 and ly = 1,

di3 = min{li2 + d23, li3 + ds3, la + daz} = min{2 + 3,5+ 0,1+ 2} =3 =lis + dus

and Sy3 = 4, etc.
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Start with a weighted graph Choose a starting vertex and assign
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update it.
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Notice how the rightmost vertex Repeat until all the vertices have
has its path length updated twice been visited
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Link State Routing

o The idea behind the link state routing is simple: each router must do the followings
— Find out its neighbours and get their network addresses
— Measure the delay or cost to each of its neighbours
— Construct a link state packet to tell all it has just learnt
— Send this packet to all the other routers
— Find the shortest path to every other router, i.e. a sink tree

e Who are my neighbours: A router knows its network interfaces — just sends a HELLO packet on
each point-to-point link, and the router at the other end must reply telling who it is with its unique

network address Pr——
Situation is complicated with a “broadcast” LAN,

i.e. two or more routers are connected by a LAN:
solution is to consider such a LAN as a node itself

e What is link cost to neighbour: Simple, send
an ECHO packet to the neighbour, measure the
round-trip delay and divide it by two, and this will give a reasonable estimate of the actual delay
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o Build link state packets: After collecting information needed, each router builds link state packet

with its identity, sequence number and
age (used in distributing), followed by list
of neighbours (identity and link cost), e.g.

When to build link state packets: once an
hour is often enough

Each router maintains list of (source, seq.number)
pairs they saw. When a LSP arrives, it is checked
against the list. If it is new, it is forwarded on
all lines except the one it arrived on; if it is a
duplicate, it is discarded. To safeguard against
old data, link down etc., age is decremented once
a second and every timeit is forwarded by a router
When the age reaches zero, the LSP is discarded
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eg. B: packet source; its sequence number and age; send and ACK flags for each B's three links, A, C and F'

o Compute sink tree: When a router has all the LSPs, it constructs shortest paths to all possible
destinations, i.e. a sink tree, and this is then used in routing decision
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Broadcast Routing

® Sending a packet to every destinations simultaneously is called broadcasting, and various ways are:
~ Send an individual packet addressed to each destination, not really a good idea
~ Use flooding, provided that the flood can effectively be kept in check
~ Use multidestination routing (see Tanenbaum book for details)
~ Build a sink tree rooted at source, and use it in routing (This sink tree is also a spanning tree,
as every nodes are on it) — If this can be done, it is great but if not, how to do it approximately?

o Reverse path forwarding: Assume normally when router A forwards packet to router B, it uses
outgoing link that lies on sink tree rooted at B. This algorithm is remarkably simple:

When a broadcast packet arrives,
router checks to see if the packet
arrived on the line that is normally
used for sending packets to the
source of broadcast. If so, there
is an excellent chance that the best
route was used and this is the first ® ® )

copy to arrive at the router. The router then forwards the packet onto all lines except the one it
arrived on. If, however, the broadcast packet arrived on a line other than the preferred one for
reaching the source, the packet is discarded as a likely duplicate
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Routing for Mobile

o How to forward packets to mobile hosts in wide-area context O . o
~ Mobile host has a fixed home location with a
permanent home address

— When mobile host enters an area, it must register
with foreign agent in charge of the area

~ The foreign agent can then inform the mobile's
home agent at the mobile's home location that the mobile is under its jurisdiction

o When a packet is sent to a mobile host, it is routed to the mobile's home address
~ Mobile's home agent is then tunnelling it to
foreign agent where the mobile is currently in
— Home agent also informs source where the
mobile is

~ New address sent back by home agent enables
source to adapt its routing table

— Subsequent packets can be sent directly to the
foreign agent where the mobile is with
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Routing in Ad Hoc Networks

® Now, like hosts, routers can come and go. We will discuss a routing algorithm for ad hoc networks,
called ad hoc one-dimensional distance vector, a distant relative of distance vector routing

o Each node maintains a table, keyed by
destination, giving information about that
destination, including which neighbour
to send packets in order to reach the
destination

o Route discovery: Consider node A wants

to send a packet to node I but it does ® ) © @
not know how. A broadcasts a ROUTE
REQUEST (RReq) packet S | et [orgpain | S | o | e
— When RReq packet arrives a node (B L™ D | address | soquences | sequences | count
and D in this case as they can receive ROUTE REQUEST
from A), it is checked to see if it is a
duplicate or not. If a duplicate, it IS [grcs Tovsmarn | wmtor | 70 | 1mm
discarded; otherwise do the next address | address | sequence # count eime
= If the receiver knows a fresh route to the ROUTE REPLY

destination, it sends a ROUTE REPLY (RRep) packet back to sender, basically telling source to
“use me" to reach destination; otherwise it rebroadcasts RReq packet
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Route discovery: Eventually, I receives the RReq packet, and it replies with a RRep packet, which
is sent back using the route that RReq packet came in and this provides A routing information

In route discovery, flooding is used, so many measures are employed to keep flood in check, and to
make sure the route discovered is a fresh (live) one

Route maintenance: nodes can move or be switched off — network topology can change

~ Periodically, each node broadcasts a Hello message, and each of its neighbours is expected to
respond to it

~ If no response is forthcoming, broadcaster knows that the specific neighbour either has moved
out of its range or no longer exists

~ Similarly, if a node sends a packet to a neighbour that does not respond, it learns that that
neighbour is no longer available

This information is used to purge routes that no longer work, and also

— When any of its neighbours becomes unreachable, the node checks its routing table to see which
destinations have routes using this now-gone neighbour

— For each of these routes, the active neighbours are informed that they must do purging too

— The active neighbours then tell their active neighbours, and so on
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Congestion Control Overview

Problem: When too many packets are transmitted through a network, congestion occurs

At very high traffic, performance collapses
completely, and almost no packets are delivered

“capacity of subnet

Causes: bursty nature of traffic is the root
cause — When part of the network no longer
can cope a sudden increase of traffic, congestion
builds upon. Other factors, such as lack of
bandwidth, ill-configuration and slow routers
can also bring up congestion

Packels delivered

Packets sent
Solution: congestion control, and two basic approaches

— Open-loop: try to prevent congestion occurring by good design
~ Closed-loop: monitor the system to detect congestion, pass this information to where action can
be taken, and adjust system operation to correct the problem (detect, feedback and correct)

Differences between congestion control and flow control:

— Congestion control try to make sure subnet can carry offered traffic, a global issue involving all
the hosts and routers. It can be open-loop based or involving feedback

~ Flow control is related to point-to-point traffic between given sender and receiver, it always
involves direct feedback from receiver to sender
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Open-Loop Congestion Control

e Prevention: Different policies at various layers can affect congestion, and these are summarised in

the table

eg retransmission policy at data link layer
affects congestion: A jumpy sender that times
out quickly and retransmits all the outstanding
frames using go back n will put a heavy load
on the system than a leisurely sender that uses
selective repeat

o Congestion prevention tries to design these
policies carefully to minimise congestion in the
first place

o Traffic shaping: As burstiness of traffic is a main
cause of congestion, it is used to regulate average
rate and burstiness of traffic

Transport

© Retransmission policy
 Out-of-order caching policy
o Acknowledgement policy

o Flow control policy

o Timeout determination

Network

 Virtual Gircutt versus datagram
o Packet queueing and service policy
o Packet discard policy

 Routing algorithm

@ Packet lifetime management

Data link

© Retransmission policy
 Out-of-order caching policy
 Acknowledgement policy

® Flow control policy

— e.g. when a virtual circuit is set up, the user and the subnet first agree certain traffic shape for
that circuit. Monitoring traffic flow, called traffic policing, is left to the subset

~ Agreeing to a traffic shape and policing it afterward are easier with virtual circuit subnets, but
the same ideas can be applied to datagram subnet at transport layer
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Leaky Bucket / Token Bucket

Leaky bucket: consists of a finite queue

~ When a packet arrives, if there is a room on ol
the queue it is joined the queue; otherwise, it -
is discarded P

~ At every (fixed) clock tick, one packet is e e
transmitted unless the queue is empty waavsasore | a -

It eliminates bursts completely: packets passed y —_—

to the subnet at the same rate o

This may be a bit overdone, and also packets can - -

get lost (when bucket is full) e i

Token bucket: Tokens are added at a constant rate. For a
packet to be transmitted, it must capture and destroy one
token

~ (a) shows that the bucket holds three tokens with five
packets waiting to be transmitted

— (b) shows that three packets have gotten through but the
other two are stuck waiting for tokens to be generated

- »
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e Unlike leaky bucket, token bucket allows saving, up to maximum size of bucket n. This means that
bursts of up to n packets can be sent at once, giving faster response to sudden bursts of input

e An important difference between two algorithms: token bucket throws away tokens when the bucket
is full but never discards packetswhile leaky bucket discards packets when the bucket is full

o Let token bucket capacity be C (bits), token arrival rate p (bps), maximum output rate M (bps),
and burst length S (s)

— During burst length of S (s), tokens generated are pS (bits), and output burst contains a
maximum of C + pS (bits)

~ Also output in a maximum burst of length S (s) is M - S (bits), thus

c

C+pS=MS s=
+p or groms

e Token bucket still allows large bursts, even though the maximum burst length S can be regulated
by careful selection of p and M

e One way to reduce the peak rate is to put a leaky bucket of a larger rate (to avoid discarding
packets) after the token bucket
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Congestion Control in Virtual Circuits

e These are closed-loop based designed for virtual circuits subnets, which are connection oriented —
during connection set up, something can be done to help congestion control

e The basic principle is obvious: When setting up a virtual circuit, make sure that congestion can be
avoided

Congestion

— Admission control:  Once
congestion has been signaled,
no more new virtual circuits
can be set up until the problem
has gone away. This is crude
but simple and easy to do Congestion

— Select alternative routes to (@ ®)
avoid part of the network that is overloaded, i.e. temporarily rebuild your view of network

g Nomaly, when roster A sets a connection to B,  would pass through one ofthe two congested routers, as this would rsut in @
minimum-hop route (4 and 5 hops respectivey). To avoid congestion, a temporary subnet i redrawn by eliminating congested routers. A
vitualcircuit can then be established to avoid congestion

~ Negotiate quality of connection in advance, so that network provider can reserve buffers and
other resources, guaranteed to be there
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Choke Packets

This closed-loop congestion control is applicable to both virtual circuits and datagram subnets

Basic idea: Router checks the status of each output line: if it is too occupied, sends a choke

packet to the source. The host is assumed to be cooperative and will slow down

— When the source gets a chock packet, it cuts rate by half, and ignores further choke packets
coming from the same destination for a fixed period

— After that period has expired, the host listens for more choke packets. If one arrives, the host
cut rate by half again. If no choke packet arrives, the host may increase rate

Uncooperative cheating host may get all bandwidth while cooperative honest host gets penalised
— Use weighted fair queueing to enforce cooperation and assign priority

Problem of basic Choke Packets: For high-speed WANSs, return path for a choke packet may
be 50 long that too many packets have already been sent by the source before the source notes
congestion and takes action

Host in San Francisco (router A) is sending heavy traffic to a host in New Yerk (router D), and D s in trouble. It sends a choke packet to
A Note how long it takes for A to reduce the rate and eventually to reieve D

Solution: Use “push-back” or hop-by-hop choke packets

When choke packet reaches router '\, it forwards choke packet to router E as well as reduces its trafic to D. Thus the problem that D has
is “push-back” to F and D gets relief quickly. This process is repeated down the route until the “ball” is back to the “root” source A
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Last Resort

Load Shedding: When all the other methods cannot make congestion disappear, routers may force
to use this last resort, but how to drop or discard packets?

A router may randomly pick packets to drop but it can usually do better than this

Which packet to discard depends on the applications running

~ Wine policy: For file transfer, an old packet is worth more than a new one. This is because
dropping an old packet may force more packets to be retransmitted (since receiver will discard
out-of-order packets). For this kind of applications, “the older the better”

~ Milk policy: For multimedia, a new packet is more important than an old one. Thus, “fresher
is better”

Implementing some sort of intelligent discard policy: For some applications, some packets are
more important than others

e.g. in MPEG video standard, periodically, an entire frame is transmitted and this is followed by

subsequent frames as differences from the full reference frame — drop packets that is part of a

difference is preferred to drop one that contains part of the last full reference frame

— Applications mark their packets in priority classes to indicate how important they are, such as
very important — never discard, or lower priority, etc.
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Congestion Control for Multicasting

Congestion control algorithms discussed so far deal with single-source to single-destination case

In the advent of all kinds of services on the Internet that deal with broadcasting streams of data
(voice and video) with a limited bandwidth, managing multicast flows from multiple sources to
multiple destinations becomes critical Sandors

{ g
Multicast routing uses spanning trees r

~ Hosts 1 and 2 are multicast senders,
and hosts 3, 4 and 5 are multicast
receivers

— (a) shows network topology, multicast
trees from hosts 1 and 2 are shown in
(b) and (c)

Resource reservation protocol: The r—"‘ /F—" @]
basic idea is that, to avoid congestion,
extra information can be broadcasted to w o @

the group periodically to tell the routers along the tree to maintain certain data structures in thei
e
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RSVP (continue)

— At each hop, router notes reservation
and reserve necessary bandwidth

~ If insufficient bandwidth is available,
it reports back failure

~ By the time the message gets back to
source, bandwidth has been reserved
all the way from sender to receiver
along the spanning tree

e Any receiver can send a reservation message up the tree to the sender, using the reverse path
forwarding routing algorithm ?

A S

e Host 3 has requested a channel to host 1. Once it has been established, packets can flow from 1
to 3 without congestion. Next host 3 decides to reserve a channel to the other sender, host 2, and
2nd path is reserved

o Now, host 5 makes a reservation to host 1. First, dedicated bandwidth has to be reserved as far as
router H. Router H can see that it already has a feed from host 1

e Assume bandwidth requested for host 1 to host 5 is no more than that reserved for host 1 to host
3. As the necessary bandwidth has already been reserved, it does not have to reserve any more
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Tag | Full name | Example

B2C | Business-to-consumer Ordering books on-line

B2B | Business-to-business ‘Car manufacturer ordering tires from supplier
G2C | Government-to-consumer | Government distributing tax forms electronically
C2C | Consumer-to-consumer Auctioning second-hand products on line

P2P | Peerto-peer File sharing
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0OSI 7-layer Reference Model

Layer Name ofun
o Recall that software makes ‘exchanged
computer networks and layered 7 [ appicaton Applnionprowed) ‘Applcation | APDU

structure is a basic principle in
organising computer network
software

PPOU

sPoU

o In design, one would like to
have a framework for dividing
network software into several
layers, defining what each layer rlomatsubretprotocal
does, and finally providing 3 Netwark Networ_| Packet
implementation  specifications
— This kind of framework is
called reference model

Transpont | TPOU

Dataknk | Frame

Physical | Bt
Host B

o A well known example is the OSI
7-layer reference model specified

Neworkayer hostaderpotocl
by ISO Data ok layer hostouer proocol
Pl R R
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1. Physical layer: is concerned with the transmission of raw bits, and deals with mechanical, electrical
and procedural interfaces, and physical transmission medium

2. Data link layer: describes how a shared communication medium can be accessed, and how to
make an unreliable noisy link reliable

3. Network layer: is concerned with controlling the operation of subnet, for example, how routing is
done

4. Transport layer: provides the actual network interface to applications, jobs like making network
connections, multiplexing, flow control. It is a true end-to-end layer, from source to destination

5. Session layer: tells how to set up “long-lasting” communications (sessions). This is the dumbest
and ill-defined

6. Presentation layer: describes everything that is needed to exchange data in a platform-independent
way. An example is data encoding

7. Application layer: contains the stuff that user can see, such as e-mail, file transfer, remote login,
web's exchange protocols

Note that the user-network interaction occurs at the bottom three-layer levels: the “net” is essentially
unconcerned with higher layers
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TCP/IP Reference Model

o This is where Internet started: used to be a wild cowboy's world but now is better standardised

1. Application layer: does similar things ost TCPAP
as 0S| application layer 7 [ Application ‘Application
2. Transport layer: does similar things & | & e
resentation
as 0S| transport layer fr— Notpresent
Two end-to-end protocols are defined: 5 | Session - e
TCP = transmission control protocol Transport Transport
(for reliable connection-oriented) and
UDP - user datagram protocol (for 3 | Network Intemet
unreliable connectionless) 2 | Datalink Host-to-network
3. Internet layer: similar in functionality
1| Physical
to OSI network layer

4. Host-to-network layer: anything below the internet layer, not very well defined

o Two reference models represent two different views of the world: telecommunication camp and
computer camp. OSI camp views the world (i.e. the network) as rigid, well defined and organised,
TCP/IP camp historically views the world as hostile and chaotic
New standards are now often defined with best of both reference models




